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The dramatic changes in cognitive ability observed throughout childhood mirror
comparably significant changes in the developing brain. Studies of animals provide
important data on associations between the development of behavior and the neural
substrate. However, understanding the development of brain–behavior relations for
higher cognitive functions in humans requires direct, concurrent measurement of be-
havior and brain functions in the children themselves. To date, such data have been
very limited. Recent developments in functional magnetic resonance imaging
(fMRI) provide the opportunity to systematically explore the development of
brain–behavior relations in children. In this article we consider the potential of fMRI
to contribute to researchers’ understanding of the development of brain–behavior re-
lations. We begin with an overview of the basic imaging method. We then review
work from our own laboratory that demonstrates systematic patterns of association
between performance on visuospatial tasks and patterns of brain activation, and we
compare our findings with those from other laboratories focused on other cognitive
domains. Finally, we discuss the potential impact of functional imaging on
researchers’ understanding of core issues in cognitive and brain development.
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In a recent article celebrating the centennial of work in developmental psychol-
ogy, John Flavell (2000) affirmed, perhaps somewhat tongue-in-cheek, that “there
is most definitely a phenomenon called cognitive development, and it is an ex-
tremely rich, complex, and multifaceted process” (p. 8). Indeed, over the last sev-
eral decades, tremendous progress has been made in understanding many aspects
of cognitive development (e.g., Damon, 1998). Debate has focused on large is-
sues, such as competence versus performance, stage-like versus continuous mod-
els of change, domain specificity, the emergence of expertise, the use and elabo-
ration of strategies, and innate constraints. Each of these dialogues has had
important and lasting effects on researchers’ thinking about how knowledge is ac-
quired by the child.

One area that has received comparatively less attention is work focused on de-
lineating the relationship between cognitive development and the development of
the neural systems that mediate cognition. Much of what researchers know about
the development of brain–behavior relations comes from three sources: animal
studies, studies of atypical child populations, and a comparatively limited set of
electrophysological (Electroencephalogram [EEG] and event-related potentials
[ERP]) and metabolic (positron emission tomography [PET]) studies that di-
rectly measure brain–behavior relations. Animal models provide the best and
most comprehensive data on mammalian brain development, and much of what
has been learned from animal studies can be productively extrapolated to humans
(e.g., Brown, Keynes, & Lumsden, 2001; Jacobson, 1991; Price & Willshaw,
2000). Nonetheless, understanding the processes that underlie the development
of higher cognitive functions in human children will ultimately require data from
studies on the children themselves. Studies of atypical child populations provide
important data on how specific neuropathology can alter the normal course of
cognitive development, but such work provides only indirect measures of the
normal developmental course (e.g., Broman & Fletcher, 1999; Levin & Grafman,
2000). EEG and ERP have provided important data on the temporal parameters
of brain function (e.g., Carver, Bauer, & Nelson, 2000; Carver et al., 2003; de
Haan & Nelson, 1997; de Haan & Nelson, 1999; Mills, Coffey-Corina, &
Neville, 1993; Mills, Coffey-Corina, & Neville, 1997; Molfese, Freeman, &
Palermo, 1975; Nelson & de Haan, 1996; Nelson, Thomas, de Haan, & Wewerka,
1998; Taylor & Baldeweg, 2002), but spatial localization with measures of elec-
trophysiology is poor. PET, which can be used to measure task-related brain me-
tabolism, offers better spatial resolution, but it is an invasive methodology with
limited utility in pediatric populations (Chugani, 1994; Chugani, Phelps, &
Mazziotta, 1987; Müller, Rothermel, Behen, Muzik, Chakraborty, et al., 1997;
Müller, Rothermel, Behen, Muzik, Mangner, et al., 1997). Thus, although an-
swers to questions about the neural bases of cognitive development are crucial,
means for obtaining data on the development of brain–behavior relations in typ-
ically developing children have been limited.
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Over the past decade, advances in functional magnetic resonance imaging
(fMRI) have introduced a new means for noninvasively measuring human brain
activity. It is well established that neural activity increases metabolic demands in
local areas of the brain, and this increase in metabolic demand is associated with
an increase in local cerebral blood flow (CBF; Jueptner & Weiller, 1995). In the
early 1990s, a number of investigative teams (Bandettini, Wong, Hinks, Tikofsky,
& Hyde, 1992; Kwong et al., 1992; Ogawa et al., 1992) developed what is now
called the blood oxygenation level dependent (BOLD) imaging technique, in
which conventional MRI systems are adapted to be sensitive to local blood oxy-
genation changes that accompany activity-dependent blood flow changes. In the
succeeding decade, literally hundreds of studies successfully used this noninva-
sive means of imaging human brain function to map associations between specific
behaviors and brain activity in adults. More recently, this method has begun to be
applied in studies of children and is proving to be a powerful and effective means
of assessing developmental change in brain–behavior relations.

In this paper we consider the potential of fMRI to advance researchers’ under-
standing of the development of brain–behavior relations. We begin with an
overview of the basic methodology: the definition of the BOLD signal, a discus-
sion of potential difficulties associated with using fMRI with pediatric popula-
tions, and a consideration of design issues relevant to the interpretation of devel-
opmental data. We then review findings from the small, but growing, body of work
that has used fMRI to study pediatric populations. We begin by briefly summariz-
ing the major findings from two studies of visuospatial processing conducted in
our laboratory. These studies illustrate the utility of functional imaging for defin-
ing systematic developmental change in patterns of neural mediation associated
with this basic cognitive ability. We then consider the relation of findings from our
own work on visuospatial processing to those from pediatric studies in other do-
mains; we also compare findings from studies on children to findings from studies
of adults. In the final section of this article, we explore the issue of how data from
pediatric functional imaging can be integrated with studies on cognitive and brain
development. Specifically, we explore the role of fMRI in addressing questions
about what differentiates cognitive functioning in children and adults, what is
unique about the neural substrate during development, and how changes in cogni-
tion and the brain interact across development.

WHAT IS BOLD IMAGING? 

In conventional MRI, a local signal is generated from an externally induced exci-
tation and subsequent relaxation of hydrogen nuclei. Hydrogen protons, ubiquitous
within the body, are spinning, charged particles with small magnetic fields perpen-
dicular to their axes of rotation. In a strong magnetic field, such as the field created
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by a MRI scanner, protons align the axes of their individual magnetic fields with
the dominant magnetic field. The application of an additional, radio frequency
pulse tips the protons away from their alignment with the main field. As the pro-
tons relax back to their orientation with the dominant magnetic field after the radio
frequency pulse, they generate a measurable signal. This signal serves as the basis
for conventional anatomical MRI and, more recently, for fMRI. Anatomical imag-
ing takes advantage of relative differences in signal intensity that derive from the
distinct physical properties of the different tissues within the brain. Functional im-
aging capitalizes on changes in signal strength that arise from transient differences
in the composition of blood oxygenation between different activity states.

fMRI was developed early in the last decade, after several research groups
observed that the time constant with which the MRI signal decays increases
slightly in active brain regions. This effect is thought to be due to local changes
in blood oxygenation (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al.,
1992). It is well established that the change in metabolic demands brought about
by neural activity results in increased blood flow to localized areas of the brain
(Jueptner & Weiller, 1995). However, for reasons that are still not well under-
stood, the local increase in oxygen metabolism is much less than the increase in
blood flow (Buxton, 1997). Consequently, during activation there is an increase
in venous blood oxygenation and a decrease in deoxyhemoglobin. Deoxyhemo-
globin is a paramagnetic substance that contributes to signal decay. Thus, a re-
duction in the local deoxyhemoglobin content has the effect of enhancing the lo-
cal MR signal around the capillaries and venous vessels. This change in blood
oxygenation level accompanying brain activity results in a detectable 1% to 5%
increase in a local MR signal (when that signal is measured at 1.5 T). The slight
but systematic increase in the local signal due to the BOLD effect is the basis for
fMRI. 

Methodological Considerations for Imaging Children

Although BOLD imaging offers a noninvasive means of examining the develop-
ment of brain–behavior relations, it is not without complications. In both adults
and children, the BOLD signal can be affected by a variety of factors that can al-
ter the magnitude, distribution, or detectability of the signal. Among the most
commonly cited are subject movement, vascular artifact, and task compliance. All
of these factors, plus a variety of others related directly to developmental status,
need to be considered when imaging children. 

Physiological factors. In a recent review, Gaillard, Grandin, and Xu (2001)
provided an excellent summary of physiological and behavioral differences
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between adults and children that might account for differences in activation not di-
rectly related to performance differences on the target task. A complete catalogue
of these differences is beyond the scope of this paper; however, some of the
differences noted by Gaillard et al. (2001) include the following: (a) Smaller head
circumferences among children can affect the placement of children’s heads
within the magnetic field; (b) differences in skull thickness can enhance signal de-
tection among children; (c) differences in cardiac and respiratory rates may intro-
duce movement and thus noise in the child data; (d) both overall and regional dif-
ferences in brain size, neuronal density, and synaptic exuberance can all affect
brain physiology; and (e) developmental differences in cerebral blood flow and
cerebral glucose metabolism can lead to differences in the blood flow that accom-
panies activation, thus affecting threshold considerations. Although all of the
physiological factors need to be considered in imaging studies with children, and
although data need to be interpreted with care, Gaillard et al. (2001) concluded
that “fMRI provides a safe and reliable means for noninvasive identification of
neural networks that underlie many cognitive processes during development”
(p. 246).

Interpreting developmental change: Issues of experimental design. A
second area of concern in pediatric imaging is one that is familiar to investigators in
cognitive development: specifically, the interpretation of age-related differences in
task performance (Bookheimer, 2000; Casey, Davidson, & Rosen, 2002; Gaillard et
al., 2001; Thomas & Casey, 1999). The goal of pediatric neuroimaging studies is to
map developmental change in performance on a cognitive task to changes in the
neural substrate. Documentation of developmental change, whether in behavior or
brain activation, raises a range of theoretical and interpretative issues. Do differ-
ences reflect competence or performance, do differences index changes in strategy
or the emergence of new abilities, are changes domain specific, or do they reflect
change in more general cognitive processes, are differences the product of learning
or maturation, and so forth. The task of reliably defining patterns of developmental
change also raises a classic methodological issue: Are the tasks calibrated to avoid
both floor and ceiling levels of performance and thus permit adequate assessment of
behavior across the target age groups? The behavioral calibration problem finds a
direct analog in the imaging data. It is well documented that moderately difficult
tasks yield optimal levels of activation. Low levels of activation are associated both
with tasks that are too simple, presumably reflecting lack of effort or task engage-
ment (a ceiling effect) and with tasks that are too taxing, reflecting disengagement
from the task (a floor effect; Just, Carpenter, Keller, Eddy, & Thulborn, 1996;
Paulesu et al., 2000; Price & Willshaw, 2000; Raichle, Fiez, Videen, & MacLeod,
1994). The most tractable solution to the calibration problem for developmental
neuroimaging studies is to begin with large-scale, multicondition behavioral studies
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that are specifically designed to provide detailed profiles of the development of the
targeted cognitive function. Once the profile of cognitive development has been es-
tablished, the most sensitive subset of the measures used to define those profiles can
be adapted for the imaging studies. In addition to providing a solution to the cali-
bration problem, the implementation of multicondition, within-subject imaging-task
designs also has the critical advantage of minimizing the confounds associated with
designs that rely on group differences in intensity or amount of activation as the pri-
mary measure of developmental change.

FUNCTIONAL NEUROIMAGING STUDIES WITH CHILDREN

Although the number of published pediatric functional imaging studies is still
small, it is already becoming clear that this methodology offers a powerful tool for
addressing questions about the relation between neural and behavioral develop-
ment. As such, it is important to determine whether it is possible to identify pro-
totypical patterns of change in brain activation that are associated with changes in
behavior. One such pattern appears to be emerging from studies in our laboratory
focused on the development of visuospatial processing. Specifically, across a
range of visuospatial tasks, activation appears to become more spatially focused
with development. This focusing of activation is accompanied by increasing pro-
ficiency on the associated spatial task.

Developmental Change in Global and Local Processing

The first study of visuospatial processing examined developmental changes in
children’s ability to process information at the global (whole) versus the local
(part) levels of visually presented patterns. A wide array of animal, patient, and
adult human imaging studies have demonstrated that the ventrolateral temporal–
occipital region plays a critical role in processing visual pattern information. 
Furthermore, the two hemispheres differ in the kinds of information they process.
Specifically, a right hemisphere (RH) advantage for global processing and a left
hemisphere (LH) advantage for local processing have been consistently reported
(Delis, Kiefner, & Fridlund, 1988; Delis, Robertson, & Efron, 1986; Fink et al.,
1996; Kimchi & Merhav, 1991; Lamb, Robertson, & Knight, 1990; Martin, 1979;
Martinez et al., 1997; Robertson, Lamb, & Knight, 1988; Sergent, 1982). 
Although studies of both human infants (Deruelle & de Schonen, 1991; Deruelle
& de Schonen, 1995) and child patients with early LH or RH brain injury (Stiles,
Bates, Thal, Trauner, & Reilly, 2002) suggest that this profile of lateralized differ-
ences in processing begins to emerge early in development, it is also clear that the
development of visuospatial processing is far from complete in the first years of
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life. Indeed, there is evidence from behavioral studies that developmental change
in visuospatial processing extends well into adolescence (Akshoomoff & Stiles,
1995a, 1995b; Dukette & Stiles, 1996, 2001; Newcombe & Huttenlocher, 2000;
Roe, Moses, & Stiles, 1999).

In a study of late childhood/early adolescent development of visuospatial pro-
cessing, Roe et al. (1999) used a hemifield design to examine lateralized differ-
ences in the speed of response to targets presented at the global or local level of
hierarchically organized stimuli (e.g., a large triangle composed of small squares).
Children ranged in age from 7 to 14 years. Across this broad age range, children
show a slowly emerging and yoked pattern of faster reaction times and hemi-
spheric lateralization. Younger children display an overall global advantage with-
out distinct hemispheric differences for global or local processing. As they age,
children show a critical shift from this more immature, bilateral (IB) processing
pattern to a more mature, lateralized (ML) profile typical of adults (Martinez 
et al., 1997). The specific markers of this transition begin to emerge in the 12- to
14-year age range, and they include both more rapid processing of local level in-
formation and a coincident emergence of a LH advantage for local processing.

To further investigate changes in functional brain organization that accompany
the developing profiles of lateralization observed at the behavioral level, we con-
ducted an fMRI study adapted from Roe et al. (1999) that focused on a group of
twenty 12- to 14-year-old children; that is, a group of children from the age range
during the transition from an IB to a ML mode of processing takes place (Moses 
et al., 2002). Specifically, we compared patterns of task-related activation from two
groups of children (IB and ML) in two separate imaging conditions. In one condi-
tion, children were instructed to attend to targets appearing at the global level; in
the other condition, children were told to attend to targets at the local level. Chil-
dren were assigned to either the IB or the ML group based on their performance on
a hemifield reaction time task conducted outside the magnet prior to the imaging
session. Children exhibiting the IB reaction time profile showed no evidence of
processing differences for global versus local targets. These children  demonstrated
either no reaction time differences to stimuli presented to the RH or LH or consis-
tently faster response to stimuli presented to the RH than to the LH, regardless of
the target level. Children exhibiting the ML profile had faster responses to global
forms presented to the RH and to local forms presented to the LH.

Analyses revealed patterns of functional activation that mirrored subjects’ cogni-
tive performance (see Figure 1). Specifically, children with an IB behavioral profile
showed more functional activation during local analysis than during global analysis,
and they displayed comparable amounts of activation in the RH and LH in both the
global- and local-task conditions. In contrast, children in the ML group exhibited
significantly more RH activation during global analysis and more LH activation
during local analysis, a profile that mirrors the patterns of activation obtained in our
earlier study of global local processing in adults (Martinez et al., 1997).
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The correspondence between children’s reaction time performance and their
functional activation is illustrated in the pair of graphs presented in Figure 2. Chil-
dren exhibiting the IB profile were slower to analyze local-level shapes than
global-level forms. Their inefficiency in local-level processing corresponds with
greater activation during local analysis (compared to global processing). Further,
spatial analysis appears to draw on both hemispheres regardless of the specific
task: Children respond to global and local stimuli without adultlike lateralized re-
action time advantages, and their functional activation is bilateral during global
and local processing. Children exhibiting the ML profile process the local-level
stimuli more quickly, such that they perform local and global analyses within the
same time frame. As they do so, they show an allocation of processing that is more
concentrated in one hemisphere or the other, according to the task.

Together the functional and behavioral data demonstrate that children’s increased
proficiency in visuospatial analysis coincides with a more focused pattern of func-
tional activity at the neural level. Initially children appear to engage all available neu-
ral resources when confronted with the task of processing a visual pattern; thus the
two hemispheres play comparable roles in mediating the analysis of both global and
local information. However, as children become more efficient and effective proces-
sors of visual patterns, lateralized differences in processing emerge. These differ-
ences reflect the development of functional specialization within the hemispheres. 
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FIGURE 1 Functional activation patterns of two children from the immature, bilateral and
mature, lateralized groups under attend-global and attend-local task conditions. Black regions
represent sites of significant task-related blood oxygenation level dependent signal change.
R = right hemisphere; L = left hemisphere.



Developmental Change in Face and Location Processing

A second example of tasks that reflect more distributed functional activation in
children than in adults in the visuospatial domain was provided by a study of face
and location processing (Passarotti et al., 2003). A large number of animal stud-
ies and adult imaging studies have demonstrated that the mammalian visual 
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FIGURE 2 A. Functional activation: mean volume of activation in the right and left hemi-
sphere (RH, LH) regions of interest under global and local task conditions. B. Cognitive per-
formance: mean reaction times for global and local analysis of hierarchical forms presented in
the left and right visual hemifields (LVF/RH, RVF/LH). Reprinted from Moses et al., 2002
with permission from Elsevier Science.



system is divided into two anatomically and functionally separate systems
(Courtney, Ungerleider, Keil, & Haxby, 1996; D’Esposito et al., 1998; Gauthier,
Tarr, Anderson, Skudlarski, & Gore, 1999; Haxby, Horwitz, Ungerleider, &
Maisog, 1994; Kanwisher, McDermott, & Chun, 1997; Postle, Zarahn, & 
D’Esposito, 2000; Ungerleider & Mishkin, 1982). Within the inferior temporal–
occipital lobes, the ventral system is involved in processing object properties and
contains cells specialized for processing shape, color, texture, and orientation.
The dorsal system, located in occipital–parietal lobes, is involved in spatial
processes, such as detecting and processing the movement, location, and direc-
tion of an object (Desimone & Ungerleider, 1989). Haxby et al. (1994) provided
one of the first demonstrations of a double dissociation in dorsal and ventral pro-
cessing in humans in his positron emission tomography–regional cerebral blood
flow (PET–rCBF) study of face processing and location processing. Specifically,
face-identity was associated with bilateral rCBF increases within the fusiform
gyrus of the inferior temporal–occipital cortex. This area has also been identified
in a number of subsequent face-processing studies and has thus been termed the
“fusiform face area” (FFA) (Gauthier, Tarr, et al., 2000; Kanwisher et al., 1997;
Kanwisher, Stanley, & Harris, 1999; Wojciulik, Kanwisher, & Driver, 1998). By
contrast, the location-matching task was associated with bilateral activation of
the dorsal occipital, superior parietal, and intraparietal sulcus cortex (Haxby
et al., 1994).

Developmental studies of face processing have shown that even young infants
can process faces and may even show adultlike configural processing biases 
(Cohen & Cashon, 2001). Nevertheless, although it is clear that rudimentary abil-
ities may exist very early in life, face processing undergoes rapid and dramatic
change during the first years of life. Indeed, there is considerable evidence that
face processing develops in a gradual and quantitative manner throughout child-
hood (Taylor, McCarthy, Saliba, & Degiovanni, 1999). The role of experience in
the development of face processing is still a matter of debate (for a review, see
Gautheir & Nelson, 2001; see also de Haan & Nelson, 1997; de Schonen & 
Mathivet, 1989; Gauthier, Tarr, et al., 1999; Johnson & Morton, 1991; Mazoyer 
et al., 1999). Although faces have been considered stimuli for which at least some
initial specialization may be innate (de Schonen & Mathivet, 1989; Farah, 1996;
Johnson & Morton, 1991), recent studies suggest that experience may play an im-
portant role in establishing the neural system for face processing (e.g., Gauthier,
Tarr, et al., 1999).

Children’s ability to process information about location also undergoes or-
derly change with development. Systematic change in memory for spatial loca-
tion has been observed throughout the preschool period (Huttenlocher, New-
combe, & Sandberg, 1994; Newcombe, Huttenlocher, Drummey, & Wiley, 1998)
and well into the school years (Newcombe & Huttenlocher, 2000). Furthermore,
there is evidence of dramatic improvement in spatial working memory from the
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age of 4 years through adolescence (Luciana & Nelson, 1998). Somewhat sur-
prisingly, functional imaging studies of dorsal-stream processes in children 8 to
11 years of age suggest adultlike patterns of activation. Recent studies by Nelson
et al. (2000) and Thomas et al. (1999) reported similar patterns of activation for
adults and children on spatial n-back tasks. Similarly, Booth et al. (2000) re-
ported no major differences between child and adult patterns of activation in a
mental rotation task.

In our face- and location-processing task, 16 adults and 12 children (ages
10–12 years) were shown three black-and-white male faces (two reference faces,
followed by a target) presented sequentially in 1 of 12 possible locations on the
screen. On separate imaging runs, the participants matched either faces or loca-
tions. In the face-matching task, participants decided whether the third face (the
target) matched either of the two previous faces, independent of their location. In
the location-matching task, they decided whether the target face appeared in the
same location as either of the previous two, independent of their identity.

We compared adult and child patterns of activation with three functionally
defined regions of interest. For the face-matching task, significant clusters of
activation obtained from the averaged adult data served as the first region of in-
terest; this region of interest corresponded with the typical medial fusiform
face area. The remaining two regions of interest reflected significant clusters of
activation based on the child data that lay outside the region of interest identi-
fied from the adult data: One was lateral to adult-determined region of interest,
and one was anterior to it. For the location data, all of the activation in both the
child and adult samples could be captured in the same posterior parietal region
of interest.

The activation data from the face-processing task with adult subjects replicated
findings from earlier studies indicating bilateral activation of the middle fusiform
gyrus (with greater RH than LH activation). Children showed activation in the 
region of interest. But they also showed more widespread, lateral, middle fusiform,
and anterior fusiform activation. Further, while children showed more activation
overall in the RH than in the LH, the pattern of greater distribution of activation
was observed in both hemispheres. As can be seen in Figure 3, the group patterns
of activation for the face task show that although there was medial and lateral
fusiform activation across all ages, the distribution of activation within both the
RH and the LH differs for children and adults. With regard to the location-match-
ing task, we found clusters of activation in parietal regions of interest both for
children and adults (Figure 3). However, whereas the parietal activation for adults
was much greater in the RH than in the LH, activation for children was bilateral
and symmetrically distributed across the hemispheres.

In summary, the two studies of visuospatial processing demonstrated devel-
opmental changes in the localization of functional activity into the teenage years.
The major findings from these studies suggest a number of specific profiles of
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developmental change in the brain systems that mediate visuospatial function. In
all three of the visuospatial processing tasks included in these studies, children
activated the same general brain regions as adults, but the patterns of activation
differed with age. The differences involved either shifts in patterns of lateraliza-
tion or changes in the distribution of activation within a hemisphere. In the
global–local processing task, the immature pattern of activation was bilateral and
failed to show the differentiated patterns of lateralization typical of adults. A
similar developmental pattern was observed on the location-matching task.
Specifically, whereas adults had much greater activation in the RH than in the
LH, children’s activation was bilateral and symmetrically distributed across the
hemispheres. For face processing a different profile emerged. The total amount
of activation across the medial and lateral fusiform regions of interest combined
was nearly identical for adults and children. However, the distribution of activa-
tion within each hemisphere differed significantly with the participants’ age.
Whereas adult activation was primarily localized within the medial fusiform,
children had significantly less activation medially, and greater activation in lat-
eral and anterior areas. Both of these patterns suggest a focusing of activation
that may reflect increasing processing efficiency or expertise with development.
It is important to ask whether these kinds of developmental profiles are unique to
visuospatial processing or whether they have also been observed in studies fo-
cused on other domains.
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FIGURE 3 Functional activation pattern for adults and children on the face-matching and
location-matching tasks. R = right hemisphere; L = left hemisphere.



Development Change in Lateralization of Activation Patterns for
Nonspatial Tasks

The increase in relative asymmetry of activation with increasing behavioral ex-
pertise or functional maturation has been observed in several recent developmen-
tal studies of both affect processing and attention. Thomas et al. (2001) compared
patterns of activation for facial affect processing in 11-year-old children and in
adults. They found that in behavioral testing completed outside the magnet, the
children were less accurate in categorizing facial expressions than were the adults.
Examination of the activation data revealed that whereas adult activation was
strongly lateralized to the left amygdala, children’s activation was more bilaterally
distributed.

A number of recent developmental studies of language processing suggest
there is a shift from bilateral to strongly left-lateralized processing on a variety of
tasks. Gaillard et al. (2000) reported both overall greater levels of activation in left
inferior frontal cortex (Broca’s area) in a group of 8- to 13-year-olds (as compared
to adults) performing a covert verbal fluency task. In addition, children showed
significantly greater RH activation. Holland et al. (2001) reported similar find-
ings for children using a verb-generation task. Specifically, although both adults
and 7- to 18-year-old children showed LH dominance in activation on this task,
children also showed significant RH activation, and the degree of left lateraliza-
tion increased with age.

The tendency for lateralization of functional activation to increase with chrono-
logical age or expertise is echoed in the infant ERP studies of Mills et al. (1993;
1997). Infants and toddlers with below-average productive vocabularies showed bi-
lateral P100 and N200-500 responses, whereas children in the same age group with
above-average vocabularies tended to show left-lateralized responses. Conboy and
Mills (2001) have extended these results by studying a group of 20- to 22-month-old
Spanish–English bilingual infants who were more dominant in one of the two lan-
guages. P100 responses to known versus unfamiliar words presented in the domi-
nant language were lateralized to the LH, whereas responses in the nondominant
language were bilateral. These results suggest that relative expertise, and not simple
functional maturation, drives the change in relative hemispheric dominance.

Lateralized shifts in activation have also been observed on tasks involving cog-
nitive control and attention. Bunge, Dudokovic, Thomason, Vaidya, and Gabrieli
(2002) reported that on behavioral tasks, 8- to 12-year-old children were more sus-
ceptible to interference and less able to inhibit inappropriate responses than adults.
These behavioral differences were reflected in two quite different developmental
profiles in the activation data. Response-suppression tasks revealed lateralized dif-
ferences in activation for adults and children. Specifically, successful interference
suppression among children was associated with left ventrolateral prefrontal acti-
vation, whereas successful suppression among adults was associated with right
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ventrolateral prefrontal activation. During response inhibition, children showed
significantly lower overall activation than adults, and they activated a more limited
set of brain regions than adults. Specifically, whereas both children and adults ac-
tivated posterior parietal, temporal, and occipital regions, only adults showed sig-
nificant activation in ventrolateral and dorsolateral frontal areas. However, another
study of response inhibition did reveal lateralized differences among children and
adults. Rubia et al. (2001) compared activation profiles of adolescent boys (M age
= 15 years) to those of adults. Adults showed activation in the infero-lateral frontal
lobes (more in the right than in the left) and in the left middle frontal lobe. The ado-
lescents showed activation in the right infero-lateral frontal lobe, but they exhibited
very little LH activation in either the infero-lateral or the middle frontal lobe. In
addition, the adolescents showed activation in the right inferior frontal cortex and
in the right caudate. These patterns might reflect a shift, with age, in the distribu-
tion of activation from subcortical to cortical brain areas, a shift that accompanies
progressively more bilateral mediation of function at the cortical level.

Develomental Change in the Distribution of Activation for 
Nonspatial Tasks

The pattern of developmental change in the distribution of functional activation
within a hemisphere found in our study of face processing also has parallels in
other domains. In some cases, the shift reflects the kind of consolidation of acti-
vation observed in our visuospatial studies; in others, it is observed in develop-
mental shifts in the magnitude of activation within a region. Gaillard et al. (2000)
reported that on studies of verbal fluency, children showed 60% to 70% more
activated pixels than adults did (r > .7). Booth et al. (2000) reported a develop-
ment shift in activation in 9- to 12-year-olds on a sentence comprehension 
task. Although adults and children activated similar brain networks, the distribu-
tion of activation differed. Specifically, children had greater activation in inferior
occipital areas than adults did suggesting children use an imagery-based strategy.

According to two different studies on basic attention processes, children
showed a higher percentage of signal change in the same activated regions (dor-
solateral prefrontal cortex) than did adults in both n-back and go/no-go tasks
(Casey et al., 1995; Casey et al., 1997). On a parametric variant of the task, chil-
dren showed increased dorsolateral prefrontal cortical activation at a lower level
of task difficulty than did adults (Casey et al., 1998; Casey, Giedd, & Thomas,
2000), suggesting that at least some of these increases may be due to less efficient
or more effortful processing in children.

Finally, the shift in activation within a particular region, with age or expertise,
is echoed in the facial affect study of Thomas et al. (2001), referred to earlier.
Here, the authors showed that children’s responses to fearful versus neutral faces
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in the left amygdala was opposite that of adults; whereas adults showed more left
amygdala activation for fearful than for neutral faces, the children showed more
activation in the same area for neutral than for fearful faces.

CHANGE IN PATTERNS OF NEURAL ACTIVATION AMONG ADULTS

These findings raise interesting questions about the nature of the changes ob-
served in the activation profiles over development. Do they reflect change in neu-
ral maturation, change in cognitive ability, or cognitive change interacting with
long-term neural reorganization and development? In considering this question, it
is useful to compare our results with findings from other imaging studies on 
expertise-related differences in activation in adults.

Most closely related to the developmental studies are the studies of Gauthier
and colleagues (Gauthier, Anderson, Tarr, Skudlarski, & Gore, 1997; Gauthier,
Behrmann, & Tarr, 1999; Gauthier & Nelson, 2001; Gauthier, Skudlarski, Gore,
& Anderson, 2000; Gauthier & Tarr, 1997; Gauthier, Tarr, et al., 1999; Gauthier,
Tarr, et al., 2000; Gauthier, Williams, Tarr, & Tanaka, 1998), who compared the
activation profile for face perception with those of other object classes (cars,
birds, and “greebles”) whose recognition or categorization required a high level
of expertise and significant, long-term training or exposure to multiple exem-
plars. “Object experts” (car buffs, bird watchers, and adults trained in greeble
recognition) showed activation in a functionally-defined fusiform face area
comparable to face processing, whereas nonexperts appeared to use a more dis-
tributed network of fusiform areas. Such results are reminiscent of both the de-
velopmental difference in face processing reported by Passarotti et al. (2003)
and the changes in profiles of activation to local level stimuli reported by Moses
et al. (2002).

Studies of bilingual adults who learned their second language at different points
in their development also suggest that information may be processed differently if
it is acquired at different points in development or to differing degrees of profi-
ciency. Chee, Hon, Lee, and Soon (2001) used a semantic judgment task to com-
pare fMRI activation in Mandarin–English bilinguals adults. One group was al-
most equally fluent in both languages, and another was Mandarin-dominant. Chee
et al. found that proficient language use evoked a more focused profile of activa-
tion in traditional “language areas,” whereas use of a later- or less-thoroughly-
learned language engaged a greater extent of activation in the same areas, with a
more bilateral distribution. These results paralleled the earlier PET and fMRI stud-
ies of Perani et al. (1996) and Dehaene et al. (1997) in French, English, and Italian.
However, it is difficult in these three studies to disentangle the effect of expertise
and maturation, as the adults who were more dominant in one language tended to
have begun learning their less-dominant language later in life. To address this
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confound, Perani et al. (1998) compared highly proficient Italian–English bilingual
adults who began to study English relatively late in life to Catalan–Spanish bilin-
gual adults, who used both languages extensively from early childhood. When
comparing these groups to each other and to a group of less-proficient bilinguals
on the same language comprehension tasks, Perani found that expertise, and not
age of acquisition, determined whether language organization would be more focal
and left-lateralized or more diffuse and bilateral. The association of proficiency or
processing efficiency with a more process-dependent, lateralized profile of activa-
tion echoes the results of Moses et al. (2002), who found that increasing local-
processing efficiency leads to hemispheric functional segregation.

WHAT IS UNIQUE ABOUT DEVELOPMENT?

Although data from both adult and child studies suggest a pattern of increasing lo-
calization of brain activation as subjects become more proficient at a task, it is im-
portant to consider whether (or to what extent) the developmental data and the data
from adults reflect the same kinds of underlying change in the neural substrate. One
notable difference in the data from the child and adult studies is the time scale over
which change in activation profiles has been observed. For adults, substantial change
is often observed over periods of weeks or months. By contrast, developmental shifts
in localization of activation emerge over periods of months or years. One could argue
that initial acquisition of any complex cognitive ability is a protracted process, and
that the slower change in the consolidation of activation among children is simply the
reflection of their more slowly changing level of mastery. By this account, the mech-
anisms of change in neural processes associated with mastery of a skill would be pre-
served over development, and the differential timing is attributed to differences in
cognitive proficiency at different ages. However, such an account assumes that the
processes involved in mastering a cognitive task are the same at different ages. Cog-
nitive development studies suggest that this may not be the case. Further, there are
studies suggesting that the neural processes that mediate cognitive change may differ
substantially during development. These issues are considered next. 

Is Cognition Different During Development?

Successful and efficient performance of any higher cognitive task requires the
marshaling and integration of a wide range of cognitive resources. For example,
the visuospatial tasks described earlier engage perception, attention, memory,
and decision processes, in addition to the spatial analytic processes. Efficient
spatial analysis relies on the ability to both engage and integrate this array of
skills. This means that, for adults, mastering a new task requires the application
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of well-learned skills to a new problem space. However, for children, the compo-
nent skills necessary to master the new task are still developing. Improvement in
visual acuity does not reach asymptote until the early school-age period (Mauer
& Lewis, 2001); the ability to engage and shift attention continues to improve in
a monotonic fashion through mid-adolescence (Schul, Townsend, & Stiles,
2003); and children’s capacity for selective attention (Barrett & Shepp, 1988;
Enns & Cameron, 1987; Lane & Pearson, 1982; Shepp, Barrett, & Kolbet, 1987)
and working memory (Gathercole, 1998; Zald & Iacono, 1998) is still develop-
ing during the school-age years. These data suggest that engaging and integrating
the component skills necessary to master the target task constitutes a much
larger, more demanding, and, in some ways, qualitatively different problem for
children than for adults. For example, in the global–local task, younger children
were slower to process local-level shapes than global ones, and they showed
greater activation during local processing than global processing. As children’s
reaction times for local processing decreased, the LH bias for local processing
began to emerge. Additionally, a behavioral face- and location-matching task
study (using a paradigm similar to the one in Study 2) by Paul, Passarotti, and
Stiles (2003) showed no differences in speed of processing in children and adults.
However, when Paul et al. (2003) increased task demands by introducing a task-
switching component, children were significantly slower than adults. If task de-
mands indeed influence the extent to which activation is distributed in children,
it should be possible to experimentally alter patterns of activation by manipulat-
ing the task parameters. A study is currently in progress to examine the effects of
altering task demands on the activation patterns of children and adults.

Although our functional studies did not specifically examine the effects of
strategy differences on functional activation, it is likely that children’s changing
strategies also played a role in the more extensive functional activation exhibited
by children. Previous studies, designed to examine developmental change in the
strategies children use to solve visuospatial problems, have shown that both the
range of available strategies and children’s ability to implement efficient strategies
improve with age (Akshoomoff & Stiles, 1995a, 1995b; Stiles & Stern, 2001). In
our studies’ tasks, improvement in children’s performance may reflect a transition
from reliance on a variety of simple, but inefficient, strategies to the use of a sin-
gle, more effective strategy. In this case, consistent use of a single, efficient strat-
egy may streamline performance and strengthen neural connections within a path-
way, and this may result in more focal activation.

Are Neural Organization and Function Different During Development?

The data documenting significant developmental change in cognition might, by it-
self, account for the shifting patterns of activation observed in our fMRI studies.
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However, it is equally clear from previous studies of brain development that there
are important changes in the structure and organization of the brain that parallel
the cognitive shifts. Moreover, there is substantial evidence that experience plays
a critical role in directing the course and content of those neurodevelopmental
changes. Thus, changes in cognitive ability may well interact with and affect the
development of the neural substrate.

Postnatal human brain development is a protracted process, with changes in to-
tal brain volume, myelination, metabolism, vascularization, cerebral blood flow,
cortical gray volume, and synaptic connectivity all extending well into adoles-
cence. With the exception of total brain volume and myelination, which increase
montonically with development, each of these major processes follows a develop-
mental profile characterized by initial exuberance and followed by the pruning, or
scaling back, of neural elements. The cycle of exuberance and pruning unfolds in
different brain regions at different points in development, with sensorimotor sys-
tems developing earliest and frontal lobe regions last (e.g., Chugani et al., 1987;
Huttenlocher & Dabholkar, 1997; Huttenlocher, de Courten, Garey, & Van der
Loos, 1982; Yakovlev & Lecours, 1967). Experience plays an important role in the
unfolding of these developmental cycles of exuberance and pruning (e.g., Black &
Greenough, 1986; Crair, Gillespie, & Stryker, 1998; Greenough, 1993; Hubel,
Wiesel, & LeVay, 1977; Katz, Weliky, & Crowley, 2000; Shatz, 1994). Greenough
(1993) described this kind of cyclic neurological change as “experience expectant.”
He suggested that it reflects the processes of adaptation necessary for the develop-
ing nervous system to utilize the sorts of environmental information that are ubiq-
uitous and essential for basic information processing. That is, for the brain to 
develop normally, it must receive certain critical kinds of input (e.g., pattern input
for vision, sound variation for audition, or coordinated muscle activity for the mo-
tor system). In that sense, brain development is experience-expectant. Greenough
contrasted this kind of experience-expectant neurological change with a second
kind of change, which he termed “experience dependent” because it reflects the ac-
quisition of information that is unique to the individual. This kind of change tends
to be localized to brain regions processing specific information types. He called the
experience dependent change the neurological basis of learning. Indeed, many of
the adult studies discussed earlier were designed to look specifically at the effects
of explicit training on brain organization and involved more localized brain 
regions, thus reflecting this kind of experience-dependent learning.

Figure 4 illustrates the contrast between experience-expectant and experience-
dependent change for one particular marker of brain development, synaptic den-
sity. To examine the importance of input on brain organization, animals in these
experiments (rats) were reared in two quite different environmental contexts. One
group was reared in a complex environment with many different objects arranged
in constantly changing configurations, and in the company of a large number of
companions. Animals in the second group were reared in isolation in wire 
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FIGURE 4 A. Effects of exposure to complex environment (CE) or individual cage (IC) for
young rats. B. Effects of exposure to complex environment (CE) or individual cage (IC) for
adult rats. Adapted from Figures 1.6 and 1.8 from Black & Greenough, 1986. Reprinted with
permission from the publisher.



laboratory cages. The developmental component of the experiment is represented
across panels A and B; the data from juvenile rats is shown in A, and the data from
adults is shown in B. For each graph, synaptic density is indicated on the x-axis,
and duration of exposure to the environmental condition on the y-axis. There are
two important points to note from these data. First, environmental context affects
synaptic density regardless of the age of the animal; input matters at every age.
Second, the profile of change in synaptic density over time is qualitatively differ-
ent depending on the age of the animal. Exposure to identical environmental con-
ditions, whether impoverished or complex, results in different profiles of synaptic
density, depending on age. That is, effect of experience on the neural substrate dif-
fers with age, suggesting that there are features of the neural context that are
unique to the developing organism.

How do these findings relate to the question of interpreting patterns of devel-
opmental change in neural activation? The data on experience-expectant and 
experience-dependent change demonstrate that the developmental context within
which learning occurs matters. Although experience-dependent changes are
clearly an important component of change in patterns of activation for both adults
and children, data on experience-expectant changes suggest that factors uniquely
associated with the developing brain may make separate contributions to the
change in profiles of neural activation for children. Note that the available data on
synaptic exuberance and pruning in humans (Huttenlocher & Dabholkar, 1997;
Huttenlocher et al., 1982) show region-specific differences in the timing of these
events. Thus, the specific effects of experience-expectant neurodevelopmental
processes on patterns of brain activation may well differ depending on the brain
regions under study and the age of the children. The studies of visuospatial pro-
cessing discussed earlier involve ventral–temporal regions. Although there are no
human data on synaptic density from this brain region, data from occipital regions
indicate that synaptic exuberance peaks during the first year of life and begins a
slow decline that extends into middle adolescence (Huttenlocher et al., 1982).
Thus, data from the visuospatial task with 10- to 12-year-olds may reflect
processes associated with late neurodevelopmental synaptic pruning (i.e., the tail
of the curve in Figure 4A). By contrast, synaptic exuberance peaks in the frontal
lobe in middle childhood (Huttenlocher & Dabholkar, 1997) and then begins to
decline. Thus, studies of attention or language processing focused on frontal lobe
functioning in middle childhood may reflect the effects of both synaptic exuber-
ance and pruning (see the peak of the curve in Figure 4A).

How Do Cognitive and Neural Development Interact? 

One final point that should be emphasized is that the patterns of change ob-
served in the studies of cognitive and brain development are not independent.
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When Greenough (1993) discussed developmental change in the neural sub-
strate as experience expectant, he meant specifically that the development of
typical patterns of brain organization requires specific kinds of input. That is,
input, in the form of sensory information or behavior, has specific modulatory
effects on the stabilization or retraction of synaptic connections in the develop-
ing brain. Indeed, the importance of understanding the interaction between ex-
perience and brain organization is not limited to development; it extends into
adulthood. Experience-dependent learning also specifies the relationship be-
tween the animal’s experience and the organization of the brain. The effects of
experience-dependent learning are more localized, reflecting specific learning
of new information, but they nonetheless reflect interaction between the experi-
ence and the brain.

The evidence for the interaction between experience and brain development
comes from both animal studies and studies of clinical human populations. Nu-
merous animal studies have demonstrated the effects of deprivation on the devel-
opment of brain systems (e.g., Rosenzweig & Bennett, 1972; Rosenzweig, Krech,
Bennett, & Diamond, 1962); specifically, cortical regions that fail to receive ap-
propriate input at critical points in development organize differently than regions
that receive typical input. Conversely, studies of animals with early brain lesions
have demonstrated the capacity of the developing neural system to form alternative
patterns of organization to retain critical functions that would normally have been
mediated by damaged brain regions (e.g., Sur, Angelucci, & Sharma, 1999; Sur,
Pallas, & Roe, 1990). Studies of clinical populations confirm that this profile of
early brain plasticity applies to humans as well. Electrophysiological and neu-
roimaging studies of congenitally deaf or blind individuals have shown that corti-
cal regions deprived of normal sensory input acquire alternative functions (Neville,
1990; Finney, Fine, & Dobkins, 2001). For example, Neville has shown that pri-
mary auditory cortex of congenitally deaf adults responds to visual stimulation.
Brain imaging studies of blind individuals who read Braille have documented re-
sponsiveness to tactile stimulation in occipital regions (Cohen et al., 1997). Stud-
ies of children with early focal brain injury provide a substantial base of evidence
that the developing human brain is capable of considerable neural and cognitive
compensation. Longitudinal studies of children with pre- or perinatal stroke have
shown patterns of both early deficit and substantial development of higher cogni-
tive functions, despite destruction of brain regions that are critical for those func-
tions in adults (Stiles, 2000; Stiles, Bates, Thal, Trauner, & Reilly, 1998).

CONCLUSIONS

It is clear from these studies of patient populations that the developing human
brain is responsive to input and can exhibit substantial developmental plasticity in
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its organization. However, as discussed in the introductory sections of this article,
neither the animal studies nor the studies of pathological development in clinical
populations can provide a window into the development of higher cognitive func-
tions in typically developing children. Do normally developing brains exhibit the
same capacity to respond differentially to input? Is the capacity to respond flexi-
bly to input a critical feature of human brain development? What is the relation-
ship between levels of cognitive and brain development? Does task difficulty or
learning affect the engagement of neural systems? fMRI studies provide the op-
portunity to address critical issues in brain–behavior development. This work is in
the very early stages, and there is, as yet, very little child imaging data available.
At this point, it is critical to look to related areas of research to guide and constrain
hypotheses. From the animal studies, we have identified the possibility that de-
velopmental changes in activation profiles might be affected by the large,
uniquely developmental processes of exuberance and pruning that affect large
cortical networks, the vascular system, metabolism, and so forth. Drawing from
other studies on cognitive development, we have focused on tasks and behaviors
that are known to change in specific and well-documented ways across a target
age range. Indeed, we have identified changes in activation patterns that relate
meaningfully to known changes in cognitive development. The studies reviewed
here suggest that activation becomes increasingly consolidated as the child devel-
ops and as the child becomes more proficient at the task. This finding is consis-
tent with all of the developmental findings we have used to guide our work. These
data constitute a first step in exploring the relationships between cognitive devel-
opment and developmental change in the neural substrate. The principle of func-
tional consolidation of activation as one defining characteristic of neuroimaging
data linking cognitive and brain development is a reasonable and conservative
one. Others are sure to follow. 
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